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Abstract

In this paper, we study a fractional differential equation

cDα
0+u(t) + f(t, u(t)) = 0, t ∈ (0,+∞)

satisfying the boundary conditions:

u′(0) = 0, lim
t→+∞

cDα−1
0+ u(t) = g(u),

where 1 < α 6 2, cDα
0+ is the standard Caputo fractional derivative of order

α. The main tools used in the paper is a contraction principle in the Banach
space and the fixed point theorem due to D. O’Regan. Under a compactness
criterion, the existence of solutions are established.

Keywords boundary value problem; fractional differential equation; infi-
nite interval; nonlocal condition; fixed point theorem
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1 Introduction

In this paper, we consider the following boundary value problem (BVP for short)
cDα

0+u(t) + f(t, u(t)) = 0, t ∈ (0,+∞),

u′(0) = 0, lim
t→+∞

cDα−1
0+

u(t) = g(u),
(1.1)

where 1 < α 6 2 and f : [0,+∞)× R → R, g : X → R are the given functions such

that X is a suitable Banach space.

Fractional differential equations arise in many engineering and scientific disci-

plines as the mathematical models of systems and processes in the fields of physics,

chemistry, electrical circuits, biology, and so on, and involves derivatives of fractional

order. Fractional derivatives provide an excellent tool for the description of memory
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and hereditary properties of various materials and processes. This is the main ad-

vantage of fractional differential equations in comparison with classical integer-order

models. Further, the concept of nonlocal boundary conditions has been introduced

to extend the study of classical boundary value problems. This notion is more pre-

cise for describing nature phenomena than the classical notion because additional

information is taken into account. For the importance of nonlocal conditions in

different fields, in the paper, we let g(u) =
p∑

i=1
ciu(ξi), where c1, c2, · · · , cp are given

constants with p ∈ N∗, and 0 < ξ1 < ξ2 < . . . < ξp < +∞ as an application of the

results we will get.

The problem studied in this paper is very well motivated in relationship with

several previous contributions. The main difficulty in treating this class of the

fractional differential equations is the possible lack of compactness due to the infinite

interval, besides the boundary condition which prevents from proving compactness

conditions. In order to overcome these difficulties, the authors use a special Banach

space which can establish some similar inequalities as finite interval. These better

properties can be guarantee that the operator is completely continuous.

The mathematical investigation of such problems has been the subject of several

research works during the last years (see, e.g., [1-5,7,9-16]).

In [1], Arara, Benchohra, Hamidi and Nieto discussed the existence of bounded

solutions, using Schauder’s fixed point theorem, of the following problem on an

unbounded domain:{
cDα

0+y(t) = f(t, y(t)) = 0, t ∈ J := [0,+∞),

u(0) = y0, y is bounded on J,

where 1 < α 6 2 and y0 ∈ R.
In [5], Liang and Zhang considered the m-point BVP of fractional differential

equation on unbounded interval:
Dα

0+u(t) + a(t)f(t, u(t)) = 0, t ∈ (0,+∞),

u(0) = 0, u′(0) = 0, Dα−1
0+

u(+∞) =
m−2∑
i=1

βiu(ξi),

where 2 < α 6 3. Using a fixed point theorem for operators on a cone of a Ba-

nach space, sufficient conditions for the existence of multiple positive solutions were

established.

Su and Zhang [9] discussed the existence of unbounded solutions of the following

BVP using Schauder’s fixed point theorem:{
Dα

0+u(t) + f(t, u(t), Dα−1
0+

u(t)) = 0, t ∈ (0,+∞),

u(0) = 0, u′(0) = 0, Dα−1
0+

u(∞) = u∞, u∞ ∈ R,
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where 1 < α 6 2.

Also a fixed point theorem is employed in Zhao and Ge [16] to show the existence

of positive solutions of the fractional order differential equation:Dα
0+u(t) + f(t, u(t)) = 0, t ∈ (0,+∞),

u(0) = 0, lim
t→+∞

Dα−1
0+

u(t) = βu(ξ),

where 1 < αl 2, ξ m 0.

The work presented in this paper is the designation of boundary value problem of

fractional order on the infinite interval, the main tool used is the fixed point theorem

attributed to D. O’Regan and the result obtained is for the existence solution of

problem (1.1). As we known, [0,+∞) is noncompact, in order to overcome these

difficulties, a special Banach space is introduced so that we can establish some

similar inequalities, which guarantee that the functionals defined on [0,+∞) have

better properties and then we can proceed with the fixed point D. O’Regan theorem.

Motivated by the papers [1,5,9,16], we consider the fractional BVP (1.1) on

the half-line. The plan of the paper is as follows. First we present in Section 2

some definitions and lemmas which are crucial to our discussion. Related lemmas

necessary to the fixed point formulation are given in Section 3. Section 4 is devoted

to the main existence theorem of solutions. We end the paper by an example of

application to illustrate the theoretical result.

2 Preliminaries

We start with some definitions and lemmas on the fractional calculus (see [4]).

One of the basic tools of the fractional calculus is the Gamma function which

extends the factorial to positive real numbers (and even complex numbers with

positive real parts).

Definition 2.1 For αm 0, the Euler gamma function is defined by

Γ(α) =

∫ +∞

0
tα−1e−tdt.

Properties 2.1 For every αm 0 and n being a positive integer, we have

Γ(α+ 1) = αΓ(α), Γ

(
n+

1

2

)
=

√
πΓ(2n+ 1)

22nΓ(n+ 1)
,

hence

Γ(α+ n) = α(α+ 1)(α+ 2) · · · (α+ n− 1)Γ(α).

Specially,

Γ(1) =

∫ +∞

0
e−tdt = 1, Γ

(
1

2

)
=

√
π,
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Γ(n+ 1) = n!, Γ

(
n+

1

2

)
=

√
π(2n)!

22nn!
.

Definition 2.2 The fractional integral of order αm0 for a function h is defined

as

Iα0+h(t) =
1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds,

provided the right side is point-wise defined on (0,+∞).

Definition 2.3 For a function h given on the interval [0,+∞), the Caputo

fractional derivative of order αm 0 of h is defined by

cDα
0+h(t) =

1

Γ(n− α)

∫ t

0
(t− s)n−α−1h(n)(s)ds,

where n = [α] + 1.

Lemma 2.1[4] Let αm 0, then

Iα0+
cDα

0+h(t) = h(t) + c0 + c1t+ c2t
2 + · · ·+ cn−1t

n−1,

for some ci ∈ R, i = 0, 1, 2, · · · , n− 1, n = [α] + 1.

Lemma 2.2[4] Let βmαm0 and h ∈ L1[0,+∞), then cDα
0+I

β
0+
h(t) = Iβ−α

0+
h(t).

We introduce the fixed point theorem which was established by O’Regan. This

theorem will be adopted to prove the main results.

Theorem 2.1[8] Let U be an open set in a closed, convex set C of a Banach

space E. Assume 0 ∈ U , F (U) is bounded and F : U → C is given by F = F1 + F2,

where F1 : U → E is continuous and completely continuous and F2 : U → E is

a nonlinear contraction (that is, there exists a continuous nondecreasing function

ϕ : [0,+∞) → [0,+∞) satisfying ϕ(z) < z for z m 0, such that ∥F2(x) − F2(y)∥ 6
ϕ(∥x− y∥), for all x, y ∈ U). Then either,

(A1) F has a fixed point in U , or

(A2) there is a point u ∈ ∂U and λ ∈ (0, 1) with u = λF (u).

Remark 2.1 U and ∂U respectively, represent the closure and boundary of U .

3 Related Lemmas

Consider a space X defined by

X =

{
u ∈ C([0, +∞),R), sup

t∈[0,+∞)

∣∣∣∣ u(t)

1 + tα−1

∣∣∣∣ exists
}
,

with the norm

∥u∥X = sup
t∈[0,+∞)

∣∣∣∣ u(t)

1 + tα−1

∣∣∣∣ .
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Lemma 3.1 (X, ∥ · ∥X) is a Banach space.

Proof Let {un}n∈N be a Cauchy sequence in the space (X, ∥ · ∥X). Then

for any ϵm0, there exists an Nm0 such that ∥un−um∥X < ϵ for any n,mmN, that

is, for any ϵm 0, there exists an N m 0 such that
∣∣∣ un(t)
1+tα−1 − um(t)

1+tα−1

∣∣∣ < ϵ, for any t ∈

[0,+∞) and n,mmN. Thus
{ un(t)
1+tα−1

}
n∈N for t ∈ [0,+∞), is a Cauchy sequence in

R, too.
So, there exists a u(t)

1+tα−1 ∈ R such that lim
n→+∞

∣∣ un(t)
1+tα−1 − u(t)

1+tα−1

∣∣ = 0, t ∈ [0,+∞),

with u ∈ X which implies lim
n→+∞

∥un − u∥X = 0. So (X, ∥ · ∥X) is a Banach space.

The proof is completed.

Now we list some conditions in this section for convenience:

(H1) The function f : [0,+∞)× R → R is continuous.

(H2) There exists a nonnegative function φ ∈ L1[0,+∞) such that

|f(t, (1+ tα−1)x)−f(t, (1+ tα−1)y)| 6 φ(t)|x−y|, for t ∈ [0,+∞), and all x, y ∈ R.

(H3) There exists a positive constant l < 1 such that |g(u)− g(v)| 6 l∥u− v∥X ,

for all u, v ∈ X.

Lemma 3.2 Let h(t) ∈ L1[0,+∞). If (H2) holds, then the following BVP
cDα

0+u(t) + h(t) = 0, t ∈ (0,+∞),

u′(0) = 0, lim
t→+∞

cDα−1
0+

u(t) = g(u)
(3.1)

has a unique solution

u(t) = − 1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds+ g(u) +

∫ +∞

0
h(s)ds.

Proof By Lemma 2.1 and from cDα
0+u(t) + h(t) = 0, we have

u(t) = −Iα0+h(t) + c0 + c1t for some c0, c1 ∈ R.

So the solution of (3.1) can be written as

u(t) = − 1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds+ c0 + c1t

and

u′(t) = −α− 1

Γ(α)

∫ t

0
(t− s)α−2h(s)ds+ c1.

From u′(0) = 0 we known that c1 = 0. On the other hand by Lemma 2.2, we have

cDα−1
0+

u(t) = −cDα−1
0+

Iα0+h(t) + c0 = −I10+h(t) + c0 = −
∫ t

0
h(s)ds+ c0,
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together with lim
t→+∞

cDα−1
0+

u(t) = g(u),

c0 = g(u) +

∫ +∞

0
h(s)ds.

So

u(t) = − 1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds+ g(u) +

∫ +∞

0
h(s)ds,

which verifies the existence of the solution.

Next, we will prove the uniqueness of the solution. To do this, assume that u(t)

and v(t) are two solutions of the BVP (3.1). Then from (H3) we have

∥u− v∥X 6 |g(u)− g(v)| 6 l∥u− v∥X ,

which imply ∥u− v∥X = 0, then u ≡ v.

Now, define the following operators T1, T2, T by

(T1u)(t) = − 1

Γ(α)

∫ t

0
(t− s)α−1f(s, u(s))ds+

∫ +∞

0
f(s, u(s))ds,

(T2u)(t) = g(u),

(Tu)(t) = (T1u)(t) + (T2u)(t), for u ∈ X.

The BVP (1.1) has a solution u if and only if u solves the operator equation u = Tu.

We will prove the existence of a fixed point of T . For this we verify that the

operator T satisfies all conditions of Theorem 2.1.

Since the Arzela-Ascoli theorem fails in the space X, we need a modified com-

pactness criterion to prove that T1 is compact.

Lemma 3.3[6] Let B = {u ∈ X, ∥u∥X < k} be an open ball in X (k > 0) and

B1 =
{ u(t)
1+tα−1 , u ∈ B

}
. If B1 is equicontinuous on any compact intervals of [0,+∞)

and equiconvergent at infinity, then B is relatively compact on X.

Definition 3.1 B1 is called equiconvergent at infinity if and only if for all ϵm0,

there exists a δ = δ(ϵ)m 0 such that∣∣∣∣ u(t1)

1 + tα−1
1

− u(t2)

1 + tα−1
2

∣∣∣∣ < ϵ, for all t1, t2 m δ and u ∈ B.

Remark 3.1 Equivalently, B1 is equiconvergent at infinity if for all ϵm 0, there

exists a δ = δ(ϵ)m 0 such that∣∣∣∣ u(t)

1 + tα−1
− u(+∞)

∣∣∣∣ < ϵ, for all tm δ and u ∈ B,

with u(+∞) = lim
t→+∞

u(t)
1+tα−1 .
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Let Ω = {u ∈ X, ∥u∥X < r} (r m 0) be an open ball of radius r in X, and there

exists a u0 ∈ Ω such that f(t, u0(t)) = 0, t ∈ [0,+∞).

Lemma 3.4 Under assumptions (H1) and (H2), T1 : Ω → X is completely

continuous.

Proof Step 1 We show that T1 is continuous.

Let un → u as n → +∞ in Ω. From (H1) and (H2), we have∣∣∣∣(T1un)(t)

1 + tα−1
− (T1u)(t)

1 + tα−1

∣∣∣∣
6 1

Γ(α)

∫ t

0

(t− s)α−1

1 + tα−1
|f(s, un(s))− f(s, u(s))|ds

+

∫ +∞

0

1

1 + tα−1
|f(s, un(s))− f(s, u(s))|ds

6
(

1

Γ(α)
+ 1

)∫ +∞

0
|f(s, un(s))− f(s, u(s))|ds

6
(

1

Γ(α)
+ 1

)∫ +∞

0

∣∣∣∣f (
s,

(1 + sα−1)un(s)

1 + sα−1

)
− f

(
s,

(1 + sα−1)u(s)

1 + sα−1

)∣∣∣∣ds
6

(
1

Γ(α)
+ 1

)∫ +∞

0
φ(s)

∣∣∣∣ un(s)

1 + sα−1
− u(s)

1 + sα−1

∣∣∣∣ ds
6

(
1

Γ(α)
+ 1

)
∥un − u∥X

∫ +∞

0
φ(s)ds < +∞.

Hence, from the continuity of f , we have

∥T1un − T1u∥X = sup
t∈[0,+∞)

∣∣∣∣(T1un)(t)

1 + tα−1
− (T1u)(t)

1 + tα−1

∣∣∣∣ → 0,

uniformly as n → +∞, as claimed.

Step 2 We show that T1 : Ω → X is relatively compact.

From (H1) and (H2), we have the estimates:

∥T1u∥X = sup
t∈[0,+∞)

∣∣∣∣ (T1u)(t)

1 + tα−1

∣∣∣∣
6

(
1

Γ(α)
+ 1

)∫ +∞

0
|f(s, u(s))|ds

6
(

1

Γ(α)
+ 1

)∫ +∞

0
(|f(s, u(s))− f(s, u0(s))|+ |f(s, u0(s))|) ds

6
(

1

Γ(α)
+ 1

)∫ +∞

0

∣∣∣∣f (
s,

(1 + sα−1)u(s)

1 + sα−1

)
− f

(
s,

(1 + sα−1)u0(s)

1 + sα−1

)∣∣∣∣ds
6

(
1

Γ(α)
+ 1

)∫ +∞

0

∣∣∣∣ u(s)

1 + sα−1
− u0(s)

1 + sα−1

∣∣∣∣φ(s)ds
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6
(

1

Γ(α)
+ 1

)∫ +∞

0

(∣∣∣∣ u(s)

1 + sα−1

∣∣∣∣+ ∣∣∣∣ u0(s)

1 + sα−1

∣∣∣∣)φ(s)ds

6 2r

(
1

Γ(α)
+ 1

)∫ +∞

0
φ(s)ds < +∞, for u ∈ Ω.

Hence, T1Ω is uniformly bounded.

Next, we show that T1Ω is equicontinuous on any compact interval of [0,+∞).

For any bm 0, t1, t2 ∈ [0, b] (t1 < t2), and for u ∈ Ω, we have∣∣∣∣(T1u)(t2)

1 + tα−1
2

− (T1u)(t1)

1 + tα−1
1

∣∣∣∣
=

∣∣∣∣− 1

Γ(α)

∫ t2

0

(t2 − s)α−1

1 + tα−1
2

f(s, u(s))ds+
1

Γ(α)

∫ t1

0

(t1 − s)α−1

1 + tα−1
1

f(s, u(s))ds

+

∫ +∞

0

(
1

1 + tα−1
2

− 1

1 + tα−1
1

)
f(s, u(s))ds

∣∣∣∣
=

∣∣∣∣ 1

Γ(α)

(
−
∫ t2

0

(t2 − s)α−1

1 + tα−1
2

f(s, u(s))ds+

∫ t1

0

(t2 − s)α−1

1 + tα−1
2

f(s, u(s))ds

−
∫ t1

0

(t2 − s)α−1

1 + tα−1
2

f(s, u(s))ds+

∫ t1

0

(t1 − s)α−1

1 + tα−1
1

f(s, u(s))ds

)
+

∫ +∞

0

(
1

1 + tα−1
2

− 1

1 + tα−1
1

)
f(s, u(s))ds

∣∣∣∣
=

∣∣∣∣ 1

Γ(α)

[∫ t1

t2

(t2−s)α−1

1 + tα−1
2

f(s, u(s))ds+

∫ t1

0

(
(t1−s)α−1

1 + tα−1
1

− (t2−s)α−1

1 + tα−1
2

)
f(s, u(s))ds

]
+

∫ +∞

0

tα−1
1 − tα−1

2

(1 + tα−1
1 )(1 + tα−1

2 )
f(s, u(s))ds

∣∣∣∣
6 1

Γ(α)

(∫ t1

t2

(t2−s)α−1

1 + tα−1
2

|f(s, u(s))|ds+
∫ t1

0

|(t1−s)α−1− (t2−s)α−1|
(1 + tα−1

1 )(1 + tα−1
2 )

|f(s, u(s))|ds

+

∫ t1

0

|tα−1
2 (t1 − s)α−1 − tα−1

1 (t2 − s)α−1|
(1 + tα−1

1 )(1 + tα−1
2 )

|f(s, u(s))|ds
)

+

∫ +∞

0

|tα−1
1 − tα−1

2 |
(1 + tα−1

1 )(1 + tα−1
2 )

|f(s, u(s))|ds

6 2r

Γ(α)

(∫ t1

t2

(t2 − s)α−1

1 + tα−1
2

φ(s)ds +

∫ t1

0

|(t1 − s)α−1 − (t2 − s)α−1|
(1 + tα−1

1 )(1 + tα−1
2 )

φ(s)ds

+

∫ t1

0

|tα−1
2 (t1 − s)α−1 − tα−1

1 (t2 − s)α−1|
(1 + tα−1

1 )(1 + tα−1
2 )

φ(s)ds

)
+2r

∫ +∞

0

|tα−1
1 − tα−1

2 |
(1 + tα−1

1 )(1 + tα−1
2 )

φ(s)ds → 0,
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uniformly as |t1 − t2| → 0. Hence∣∣∣∣(T1u)(t2)

1 + tα−1
2

− (T1u)(t1)

1 + tα−1
1

∣∣∣∣ → 0 as |t1 − t2| → 0, for all u ∈ Ω.

This shows that T1Ω is locally equicontinuous on [0,+∞).

Step 3 T1Ω is equiconvergent at infinity.

For any u ∈ Ω, we have∫ +∞

0
f(s, u(s))ds 6 2r

∫ +∞

0
φ(s)ds < +∞.

Hence

u(+∞) = lim
t→+∞

(T1u)(t)

1 + tα−1

= lim
t→+∞

∫ t

0
− 1

Γ(α)
× (t− s)α−1

1 + tα−1
f(s, u(s))ds

+ lim
t→+∞

∫ +∞

0

1

1 + tα−1
f(s, u(s))ds

= − 1

Γ(α)

∫ +∞

0
f(s, u(s))ds < +∞,

and∣∣∣∣ (T1u)(t)

1 + tα−1
−u(+∞)

∣∣∣∣ = ∣∣∣∣− 1

Γ(α)

∫ t

0

(t−s)α−1

1+tα−1
f(s, u(s))ds+

∫ +∞

0

1

1+tα−1
f(s, u(s))ds

+
1

Γ(α)

∫ +∞

0
f(s, u(s))ds

∣∣∣∣ .
So ∣∣∣∣ (T1u)(t)

1 + tα−1
− u(+∞)

∣∣∣∣ → 0 as t → +∞.

Then T1Ω is equiconvergent at infinity.

By Lemma 3.3, we deduce that T1 : Ω → X is relatively compact, which ends

the proof of the lemma.

Lemma 3.5 If (H3) holds, then T2 : Ω → X is contractive.

Proof From (H3), T2 is contractive:

∥T2u− T2v∥X = sup
t∈[0,+∞)

∣∣∣∣ (T2u)(t)

1 + tα−1
− (T2v)(t)

1 + tα−1

∣∣∣∣
= sup

t∈[0,+∞)

1

1 + tα−1
|g(u)− g(v)|

6 l∥u− v∥X , for all u, v ∈ Ω.
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4 Main Result
Theorem 4.1 Assume that (H1)-(H3) hold and that

(H4) l+2
(

1
Γ(α)+1

) ∫ +∞
0 φ(s)ds < 1, where the constant l is in assumption (H3).

(H5) g(0) = 0.

Then problem (1.1) has at least one solution.

Proof Consider the following BVP
cDα

0+u(t) + λf(t, u(t)) = 0, t ∈ (0,+∞),

u′(0) = 0, lim
t→+∞

cDα−1
0+

u(t) = g(u),
(4.1)

for λ ∈ (0, 1).

The existence of a solution of problem (4.1) is equivalent to that of a fixed point

of equation u = λTu.

Suppose that there exists a number r0 m 0 such that Ωr0 = {u ∈ X, ∥u∥X < r0}
and there exists u0 ∈ Ωr0 such that f(t, u0(t)) = 0, t ∈ [0,+∞).

By Lemma 3.4, the operator T1 : Ωr0 → X is completely continuous, and Lemma

3.5 implies that the operator T2 : Ωr0 → X is contractive. So it remains to prove

that u ̸= λTu for u ∈ ∂Ωr0 and λ ∈ (0, 1).

Arguing by contradiction, if there exists a u ∈ ∂Ωr0 with u = λTu, then for

λ ∈ (0, 1) we have

∥u∥X = sup
t∈[0,+∞)

∣∣∣∣(λTu)(t)1 + tα−1

∣∣∣∣ 6 sup
t∈[0,+∞)

∣∣∣∣ (Tu)(t)1 + tα−1

∣∣∣∣
6 1

Γ(α)

∫ t

0

(t−s)α−1

1+tα−1
|f(s, u(s))|ds+

∫ +∞

0

1

1+tα−1
|f(s, u(s))|ds+ 1

1+tα−1
|g(u)|

6
(

1

Γ(α)
+ 1

)∫ +∞

0
|f(s, u(s))|ds+ |g(u)|

6
(

1

Γ(α)
+ 1

)∫ +∞

0
(|f(s, u(s))− f(s, u0(s))|+ |f(s, u0(s))|) ds

+|g(u)− g(0)|+ |g(0)|

6 2r0

(
1

Γ(α)
+ 1

)∫ +∞

0
φ(s)ds+ lr0.

So

r0 6 2r0

(
1

Γ(α)
+ 1

)∫ +∞

0
φ(s)ds+ lr0.

Hence

2

(
1

Γ(α)
+ 1

)∫ +∞

0
φ(s)ds+ l > 1,
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which contradicts condition (H4). According to Theorem 2.1 we conclude that the

BVP (1.1) has at least one solution.

As first application, we consider the function g of the form

g(u) =

p∑
i=1

ciu(ξi),

where c1, c2, · · · , cp are given constants with p ∈ N∗, and 0 < ξ1 < ξ2 < · · · < ξp <

+∞.

Consider the multi-point fractional BVP:
cDα

0+u(t) + f(t, u(t)) = 0, t ∈ (0,+∞),

u′(0) = 0, lim
t→+∞

cDα−1
0+

u(t) =
p∑

i=1
ciu(ξi),

(4.2)

with 1 < α 6 2. Then the following result is a direct consequence of Theorem 4.1.

Corollary 4.1 Assume that (H1)-(H4) hold and suppose that 0<
p∑

i=1
ci
(
1+ξα−1

i

)
< 1. Then problem (4.2) has at least one solution.

Remark 4.1 In Corollary 4.1, we have

|g(u)− g(v)| 6
p∑

i=1

ci
(
1 + ξα−1

i

)
∥u− v∥X .

Indeed, since that 0 <
p∑

i=1
ci
(
1 + ξα−1

i

)
< 1 and with l instead of

p∑
i=1

ci
(
1 + ξα−1

i

)
,

that is (H3), we get that the operator T2 is a contraction. In addition condition

(H5) holds.

The rest of the proof is as that of Theorem 4.1.

5 Example

Example 5.1 Consider the following BVP on the half line
cD

3
2

0+
u(t) +

u(t)

(1 +
√
t)(10 + t)2

= 0, t ∈ (0,+∞),

u′(0) = 0, lim
t→+∞

cD
1
2

0+
u(t) =

1

5
u(1) +

1

20
u(2).

(5.1)

In this case, α = 3
2 , Γ(32) =

√
π
2 , g(u) = 1

5u(1) +
1
20u(2).

We apply Corollary 4.1 to show that problem (5.1) has at least one solution.

Let f(t, u(t)) = u(t)

(1+
√
t)(10+t)2

and φ(t) = 1
(10+t)2

. Then

(H1) f : [0,+∞)× R → R is continuous.
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(H2)

∣∣f(t, (1+ t
1
2 )x

)
−f

(
t, (1+ t

1
2 )y

)∣∣= ∣∣∣∣ 1

(10+ t)2
(x−y)

∣∣∣∣6φ(t)|x−y|, on [0,+∞)× R

with φ ∈ L1[0,+∞).

(H3) 0 < 1
5(2) +

1
20(1 +

√
2) < 1, |g(u)− g(v)| 6 9+

√
2

20 ∥u− v∥X , for all u, v ∈ X.

(H4)

(9 +√
2

20

)
+ 2

( 1

Γ(α)
+ 1

)∫ +∞

0
φ(s)ds =

8 + (13 +
√
2)
√
π

20
√
π

< 1.

By Corollary 4.1, we deduce that the BVP (5.1) has at least one solution.
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