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Abstract

In this paper, we study a class of predator-prey models with Beddington-
DeAngelis functional response. And the predator equation has singularity in
zero prey population, where a smoothing auxiliary function is introduced to
overcome it. Our aim is to see if the predator and prey can eventually survive
when an alien predator enters the habitat of an existing prey by employing
traveling wave solutions, based on the upper and lower solutions and Schauder’s
fixed point theorem. In addition, the non-existence of traveling wave solutions
is discussed by the comparison principle. At the same time, some simulations
are carried out to further verify the results.
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1 Introduction

In recent years, we have found that some species are endangered by their preda-

tors or other reasons. This will cause ecologically bankrupt. Therefore we pay more

attention to it. The predator-prey model is an important tool to study the rela-

tionship of several species. And it is a topic attracting more and more attention

from mathematicians and ecologists [3,5–7,12,16]. So it has very broad application

prospects. Whether the predator and prey can survive eventually is equivalent to

the existence of traveling wave solution for specific model. So the traveling wave

solution has studied by many scholars, see [1, 9, 10,15,19,20] and their references.
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In 2016, Chen, Yao, and Guo [4] studied the diffusion predator-prey model of

Lotka-Volterra type functional response. The model is as follows:ut = uxx + ru(1− u)− rkuv,

vt = dvxx + sv
(
1− v

u

)
,

(1.1)

where u, v represent the population densities of the prey and predator species at

position x and time t, respectively, d, r, s, k are constant numbers, d is the diffusion

coefficient, and r, s are the intrinsic growth rates of species u, v, respectively. The

functional response of the predator to the prey is given by the Lotka-Volterra type

rku.

Then, Zhao [20] studied the model as k = 1, namelyut = uxx + ru(1− u)− ruv,

vt = dvxx + sv
(
1− v

u

)
.

(1.2)

In 2017, Ai, Du, Peng [1] studied the traveling wave solution of the Holling-

Tanner predator-prey model:
ut = d1uxx + u(1− u)− αum

1 + βum
v,

vt = d2vxx + rv
(
1− v

u

)
,

(1.3)

where u, v represent the population densities of the prey and the predator at position

x and time t, respectively, the parameters α, m and r are positive and β is non-

negative. Here, the predation rate in the prey equation is controlled by a so-called

Holling type functional response. The predator equation is also singular at zero prey

population. When m = 1, β = 0, model (1.3) becomes model (1.2).

The functional response function of (1.3) is a class of Holling-II type func-

tional response function only depending on the prey. However, in reality, it is

not independent of predator either. In fact, the B-D functional response function

Φ(u, v) = cu
m0+m1u+m2v

maintains all the advantages of the ratio-dependent response

function and avoids the controversy caused by the low-density problem, so it can

better reflect the real relationship of the two species [8, 11, 17, 18]. When m1 = 0

and m2 ̸= 0, the Beddington-DeAngelis type functional response is also a class of

Holling-II type [13,14].

We will consider the following model:
Ut = Uxx + U(1− U)− αU

1 + β1U + β2V
V,

Vt = dVxx + rV
(
1− V

U

)
,

(1.4)
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where U, V represent the population densities of the prey and the predator at po-

sition x and time t, respectively, and the constant d is the diffusion coefficient cor-

responding to U, V . The parameters r, c, d, α are all normal and β1, β2 are non-

negative. r is the intrinsic growth rate of the prey.

It is easy to conclude that (1.4) has two equilibrium points E0 = (1, 0) and

E∗ = (U∗, V ∗), where

U∗ = V ∗ =
β1 + β2 − α− 1 +

√
(α− β1 − β2 + 1)2 + 4(β1 + β2)

2(β1 + β2)
.

In this paper, we consider the case that the habitat is the entire space R. What we

are interested in is if an exotic predator is introduced into the habitat of an existing

prey, whether the predator and prey can eventually survive. In fact, this problem

is equivalent to whether the solution of (1.4) tends to be the only positive constant

steady state as time approaches infinity. Therefore, we study the traveling wave

solution as below.

If there are positive functions u and v defined on R such that U(x, t) = u(x+ct),

V (x, t) = v(x + ct), then the solution of (1.4) is called the traveling wave of speed

c. Here u, v is the waveforms, set z = x + ct and bring (U, V )(x, t) = (u, v)(z) into

(1.4). Then the traveling wave satisfies the following system of equations:
u′′(z)− cu′(z) + u(z)(1− u(z))− αu(z)

1 + β1u(z) + β2v(z)
v(z) = 0,

dv′′(z)− cv′(z) + rv(z)
(
1− v(z)

u(z)

)
= 0.

(1.5)

As above, this paper mainly considers the traveling wave solutions of connections

(1,0) to (U∗, V ∗). It means that (u, v) satisfies the following condition

lim
z→−∞

(u, v) = (1, 0), lim
z→+∞

(u, v) = (U∗, V ∗). (1.6)

In order to overcome the singularity of the predator equation, an auxiliary system

of (1.5) similar to [1] was introduced.

The rest of the paper is organized as follows: In the second section, an auxiliary

system is introduced. We construct a pair of upper and lower solutions of the

auxiliary system and study the existence of the weak traveling wave solutions of the

auxiliary system by Schauder’s fixed point theorem. Here, the weak traveling wave

solution means that the solution is connected (1,0) at z → −∞, but at z → +∞ is

not necessarily connected (U∗, V ∗). By proving that u(z) has a lower bound, we know

the weak traveling wave of the auxiliary system is the weak traveling wave of the

original model. In the third section, we use a squeeze method to prove that the weak

traveling wave is actually a traveling wave. That is, lim
z→+∞

(u, v) = (U∗, V ∗). And



224 ANN. OF APPL. MATH. Vol.36

the traveling wave solution of the original model is obtained. In the forth section,

some simulations are given for the theoretical results by Matlab. Nonexistence of

traveling waves solutions is proved in Section 5. Finally, we give the details of the

verifications of all constructed upper and lower solutions in Supplementary.

For convenience, we will use x instead of variable z below.

2 The Solutions of Auxiliary System

To overcome the singularity of predator equation, we introduce the following

auxiliary system [1]:
u′′ − cu′ + u(1− u)− αu

1 + β1u+ β2v
v = 0,

dv′′ − cv′ + rv
(
1− v

σε(u)

)
= 0.

(2.1)

Here we replace the reaction function rv(1− v
u) with a smooth funtion rv(1− v

σε(u)
),

where

σε(u) =

{
u, u ≥ ε

u+ εe
1

u−ε , 0 ≤ u < ε
(2.2)

with ε > 0 sufficiently small.

2.1 Upper and lower solutions
First, we give the definition of upper and lower solutions of system (2.1) as

follows.

Definition 2.1 The functions (u, v) and (u, v) are called a pair of upper and

lower solutions of (2.1), if u′, u′, v′, v′, u′′, u′′, v′′, v′′ are bounded and the inequalities

u′′(x)− cu′(x) + u(x)(1− u(x))− αu(x)

1 + β1u(x) + β2v(x)
v(x) ≤ 0,

u′′(x)− cu′(x) + u(x)(1− u(x))− αu(x)

1 + β1u(x) + β2v(x)
v(x) ≥ 0,

dv′′(x)− cv′(x) + rv(x)
(
1− v(x)

σε(u(x))

)
≤ 0,

dv′′(x)− cv′(x) + v(x)
(
1− v(x)

σε(u(x))

)
≥ 0

(2.3)

hold for x ∈ R \D with some finite set D = {x1, · · · , xm}.
Throughout the paper, for c∗ = 2

√
dr, we denote

λ1 =
c−

√
c2 − 4dr

2d
, λ2 =

c+
√
c2 − 4dr

2d
, λ3 =

c+
√
c2 + 4r

2
.

In fact, we have
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dλ2
i − cλi + r = 0, i = 1, 2 and λ2

3 − cλ3 − r = 0.

Next, to consider the existence of upper and lower solutions of (2.1), we divide it

into two cases: c > c∗ and c = c∗.

2.1.1 The case c > c∗

First, for given constants A > 1, η > 0, we consider a function

f(x) = eλ1x −Ae(λ1+η)x.

Then it is easy to check that the function has a unique zero point at x0 = − lnA
η

and a unique maximum point at xM = −
ln(A(1+ η

λ1
))

η < x0. And f is continuous on

R and positive on (−∞,z0).

Next, we choose the constants η, γ, β, α, β1, β2 and A satisfying the following

conditions

(A1) η∈(0,min{λ1, λ2−λ1}), γ>0 is small enough such that γ<λ1 and γ2−cγ<0;

(A2) β > − 1
γ2−cγ

;

(A3) A > max
{
1, r

−εe−
1
ε (d(λ+η)2−c(λ+η)−r)

}
;

(A4) 0 < α− β2 < 1, β1 > β2.

Now we introduce functions u(x), v(x), u(x), v(x) as follows:

u(x) = 1, x ∈ R, (2.4)

u(x) =

{
1− βeγx, x ≤ a1,

0, x > a1,
(2.5)

v(x) =

{
eλ1x, x ≤ 0,

1, x ≥ 0,
(2.6)

v(x) =

{
eλ1x(1−Aeηx), x ≤ a0,

0, x ≥ a0,
(2.7)

where a0 = − 1
η lnA, a1 = − 1

γ lnβ.

Lemma 2.1 Assume that c > c∗, then the functions (u, v) and (u, v) defined by

(2.4)-(2.7) are a pair of upper and lower solutions of (2.1).

For the specific details about the proof of Lemma 2.1, we refer the readers to

Supplementary of this paper.

2.1.2 The case c = c∗

In this subsection ,we consider the existence of the upper and lower solutions of

(2.1), when c = c∗ = 2
√
dr. In this case, we have λ1 = λ2 = c

2d . For given positive

constants M1 =
λ1e2

2 and N = M1

√
2
λ1
. Introduce a function in [4]
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g(x) = [−M1x−N(−x)
1
2 ]eλ1x, z ≤ 0,

then x0 = −
(

N
M1

)2
is the unique zero of g in (−∞, 0). Moreover, g > 0 in (−∞, x0)

has a unique maximum point x̃ in (−∞, x0).

Next, we choose the constants β, γ,N, α, β1 and β2 satisfying the following con-

ditions:

(B1) 0 < γ ≪ 1 satisfies γ2 − cγ < 0, λ1 > 2γ;

(B2) β > max
{
e,− M1

γe(γ2−cγ)

}
;

(B3) N > max
{
M1

√
2
λ1
,
4rM2

1

dεe−
1
ε
( 7
2eλ)

7
2

}
;

(B4) 0 < α− β2 < 1, β1 > β2.

Now we introduce functions u(x), v(x), u(x), v(x) as follows:

u(x) = 1, x ∈ R, (2.8)

u(x) =

{
1− βeγx, x ≤ a1,

0, x > a1,
(2.9)

v(x) =

{
−M1xe

λ1x, x ≤ 0,

1, x > 0,
(2.10)

v(x) =

{
[−M1x−N(−x)

1
2 ]eλ1x, x ≤ a0,

0, x > a0,
(2.11)

where a0 = − 1
η lnA, a1 = − 1

γ lnβ.

Lemma 2.2 Assume that c = c∗, then the functions (u, v) and (u, v) defined by

(2.8)-(2.11) are a pair of upper and lower solutions of (2.1).

For the specific details about the proof of Lemma 2.1, we refer the readers to

Supplementary of this paper.

2.2 Existence of weak traveling wave solutions
According to the form of the upper and lower solutions constructed in the pre-

vious text, we will use the Schauder’s fixed point theorem to prove the existence of

solution of system (2.1) in this section.

First, we introduce the following function spaces

X = {Φ = (u, v) : Φ is a bounded and uniformly continuous function from R to R2},

then X is a Banach space equipped with the standard supremum norm. In the

paper, we use the standard partial ordering and order intervals in R or R2, and

apply ∥ · ∥ to denote the norm in R2. Further define

Xk = {(u, v) ∈ X : 0 ≤ u(x) ≤ 1 and 0 ≤ v(x) ≤ 1 for all x ∈ R},

Next, define functions
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
F1(y1, y2) = βy1 + y1

(
1− y1 −

α

1 + β1y1 + β2y2
y2

)
,

F2(y1, y2) = βy2 + ry2

(
1− y2

σε(y1)

)
,

for some constant β. By β > max{1+ α2

1+β1+β2
, 2r

εe−
1
ε
}, we get that F1 is nondecreasing

in y1 and is decreasing in y2 for δ0 ≤ y1 ≤ 1 and 0 ≤ y2 ≤ 1. At the same time, F2

is nondecreasing with respect to y1 and y2 for δ0 ≤ y1 ≤ 1 and 0 ≤ y2 ≤ 1.

Now we define

λ±
1 =

1

2
(c±

√
c2 + 4Λ), λ±

2 =
1

2d
(c±

√
c2 + 4dΛ).

Obviously, λ−
1 < 0 < λ+

1 , λ
−
2 < 0 < λ+

2 and{
(λ±

1 )
2 − c(λ±

1 )− β = 0,

d(λ±
2 )

2 − c(λ±
2 )− β = 0.

For Φ = (ϕ1, ϕ2) ∈ Xk, define an operator P = (P1, P2) : Xk → X as follows:
P1(u, v)(x) =

1

λ+
1 − λ−

1

(∫ x

−∞
eλ

−
1 (x−y) +

∫ +∞

x
eλ

+
1 (x−y)

)
F1(u, v)dy,

P2(u, v)(x) =
1

λ+
2 − λ−

2

(∫ x

−∞
eλ

−
2 (x−y) +

∫ +∞

x
eλ

+
2 (x−y)

)
F2(u, v)dy.

It is easy to see the operator P = (P1, P2) : Xk → X is a solution of (2.1).

Lemma 2.3 Let c ≥ c∗. Assume that (u, v), (u, v) in Xk is a pair of upper and

lower solutions of (2.1) satisfying

(1) u(x) ≥ u(x), v(x) ≥ v(x), x ∈ R,
(2) u′(x−) ≥ u′(x+), v′(x−) ≥ v′(x+), u′(x−) ≤ u′(x+), u′(x−) ≤ u′(x+).

Then (2.1) has a positive solution (u,v) such that u(x) ≥ u ≥ u(x), v(x) ≥ v ≥
v(x), x ∈ R.

The proof can be shown by a similar argument as in [4]. We will not repeat it

here.

Theorem 2.1 Assume that c ≥ c∗, there is a set of positive solutions (u, v) in

(2.1) such that lim
z→−∞

(u, v)(x) = (1, 0) and u(x) < u(x) < u(x), v(x) < v(x) < v(x),

x ∈ R.
Proof First we prove that the case c > c∗. By Lemma 2.1, we know that (2.4)-

(2.7) are a pair of upper and lower solutions of (2.1). Now we show that conditions

(1) and (2) in Lemma 2.3 hold for the case c > c∗. When x ≥ a1, we have

u− u = 1 > 0.

When x < a1, we have

u− u = βeγx > 0.
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Similarly we can show that v ≥ v. Therefore, condition (1) of Lemma 2.3 holds.

Then, for condition (2), we have

u′(a1−) = −γ < 0 = u′(a1+),

v′(a0−) = −ηeλa0 < 0 = v′(a0+),

v′(a2−) = λ > 0 = v′(a2+).

Thus there exists a pair of functions with u ≤ u ≤ u and v ≤ v ≤ v.

That lim
z→−∞

(u, v)(x) = (1, 0) is trivial. The case c = c∗ can be proved similarly.

The proof is completed.

Based on the above theorem, we show that the prey component in this weak

traveling wave solution has a positive lower bound, that is:

Theorem 2.2 u(x) ≥ ε for x ∈ R.
Proof 

M1 = sup
{ αv

1 + β1u+ β2v
− u+ 1, 0 ≤ u ≤ 1, 0 ≤ u ≤ 1

}
,

T+
1 =

c+
√
c2 + 4M1

2
,

M2 =
r

d
+ c

(∣∣∣1
d
− 1

∣∣∣+ 1
)
T+
1 + 2M1.

Define a δ0, where δ0 is a positive solution of

(1− u)(1 + β1u)−
dM2

r
u[α− β2(1− u)] = 0,

here we let ε < δ0. Assume (u(x), v(x)) to be a weak traveling wave solution of

(2.12). Here we know 0 < u(x) ≤ 1 and 0 < v(x) ≤ 1 for all x ∈ R. It is obviously

that δ0 > 0, M1 > 0 and

− 1

1 + β1u+ β2v
[(1− u)(1 + β1u)− v(α− β2(1− u))] < M1.

We complete the proof in four steps.

Step 1 Show that |u′(x)|
u(x) ≤ T+

1 for all x ∈ R.
Let T1 =

u′

u . Using the u-equation we can get

T ′
1 =

u′′

u
− T 2

1 = cT1 −
1

1 + β1u+ β2v
[(1− u)(1 + β1u)− v(α− β2(1− u))]− T 2

1

≤ cT1 +M1 − T 2
1 .

Since T1(−∞) = 0 and T+
1 is a positive constant solution of T ′ = cT + M1 − T 2,

according the comparison theorem, we have T1(x) < T+
1 for all x ∈ R. Similarly, if
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T1 < −T+
1 for some x0, by letting T (x) be the solution of T ′ = cT +M1 − T 2 with

T (x0) = T1(x0), and applying the comparison theorem, we have T1(x) ≤ T (x) for

x ≥ x0. Note that

cT (x0) +M1 − T 2(x0) < c(−T+
1 ) +M1 − (−T+

1 )2 < 0

means T (x) → −∞ as x → x1 for some finite value x1 > x0. Therefore T1(x) → ∞
as x → x2 for some x2 ∈ [x0, x1], a contradiction. It derives that T1(x) is defined

for all x ∈ R. To sum up, we know that |u′(x)|
u(x) = |T1| ≤ T+

1 on R.

Steps 2 Show that v′(x)
v(x) ≤ c−

√
c2−4dr
2d for x ∈ R.

Steps 3 Show that v(x)
σ(u(x)) ≤

dM2
r for x ∈ R.

The proofs of Steps 2 and 3 are similar to Lemma 2.3 in [10]. We omit them

here.

Step 4 Show that u(x) > ε for x ∈ R.
For contradiction, we suppose that u(x) ≤ ε for some x ∈ R. Then since

u(−∞) = 1 there is a smallest x0 such that u(x0) = ε and u′(x0) ≤ 0. According

the u-equation of (2.1), since

v(x0) ≤
dM2

r
σ(u(x0)) =

dM2

r
u(x0)

from Step 3, then

v(x0) ≤
dM2

r
u(x0) =

dM2

r
ε <

dM2

r
δ0 =

(1− δ0)(1 + β1δ0)

α− β2 + β2δ0
.

Thus

(1− δ0)(1 + β1δ0)− (α− β2 + β2δ0)v(x0) > 0,

we deduce

u′′(x0) = cu′(x0)− ε(1− ε) +
αε

1 + β1ε+ β2v(x0)
v(x0) < 0

from the choices of ε and δ0, from which we conclude that u′(x) ≤ 0 and is not

identical to 0 for all x > x0. This contradicts u(x) ≥ 0. This shows u(x) > ε for

x ∈ R. The proof is complete.

Consequently σε(u) ≡ u, thus the weak traveling wave solution of auxiliary

system is the solution of the original model (1.5).

3 The Traveling Wave Solutions

In this section, we show that the solutions (u, v) converge to the coexistence

equilibrium (u∗, v∗) as x → ∞ under additional conditions.

Theorem 3.1 For any c ≥ c∗ = 2
√
dr, and the parameters satisfying 0 <

α− β2 < 1, β1 > β2, there exists a traveling solution (u, v) for (1.5) such that
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lim
x→−∞

(u, v)(x) = (1, 0), (3.1)

lim
x→∞

(u, v)(x) = (u∗, v∗). (3.2)

Here

U∗ = V ∗ =
β1 + β2 − α− 1 +

√
(α− β1 − β2 + 1)2 + 4(β1 + β2)

2(β1 + β2)
.

Proof By Theorem 2.2, we know that the solution (u, v) of (2.1) satisfies u(x) >

ε for x ∈ R. Therefore (1.5) has a positive solution satisfying (3.1) if c ≥ c∗. Now

we consider the tail behavior of the traveling wave for (1.5) at ∞.

Rewrite (1.5) to the following form
u′′ − cu′ +

u

1 + β1u+ β2v
(α− β2(1− u))(h(u)− v) = 0,

dv′′ − cv′ +
rv

u
(u− v) = 0.

(3.3)

Here h(u) = (1−u)(1+β1u)
α−β2(1−u) . It is easy to verify that there is a unique fixed point

U∗ ∈ (0, 1) such that h(U∗) = U∗.

Moreover, let the second iteration

h(h(u)) =
[1− h(u)][1 + β1h(u)]

α− β2(1− h(u))
= u,

that is q(u) = h(h(u))− u = 0. Simplify this equation, we have

−β1[(1− u)(1 + β1u)]
2 + (β1 − 1− β2u)(1− u)(1 + β1u)(α− β2(1− u))

+(α− β2(1− u))2(1− (α− β2)u) = 0.

Here, we can see that q(u) is a polynomial of degree 4 with q(±) = −∞, and

q(1) = α2(1− (α− β2)) > 0,

q(0) = −β1 + (α− β2)(β1 − 1 + α− β2) < −β1 + (α− β2)β1 < 0,

q
(
− 1

β1

)
=

(
α− β2

(
1 +

1

β1

))2(
1 +

(
α− β2

) 1

β1

)
> 0.

Four-term coefficient −β3
1u

4 + β2β1β2u
4 = (−β3

1u
4 + β1β

2
2)u

4 < 0.

So q(u) = 0 does not have any fixed point in the interval (0, 1) other than u = U∗.

See Figure 1.

According to [1], we also can define a similar sequence {ζn}∞n=−1 as follows:

ζ−1 = 0, ζn = h(ζn+1), for any n = −1, 0, 1, · · ·.

Note that h is strictly monotone decreasing on [0,1].
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Figure 1: y = q(u): parameters α = 1.0, β1 = 0.7, β2 = 0.5.

Next we apply the method of mathematical induction (see [1]) to get the fact

that there exists an increasing sequence {xn}∞n=0 with xn → ∞ as n → ∞ such that,

for x ≥ xn (n = 0, 1, 2, · · ·)

ζ2n+1 < u(x) < ζ2n, ζ2n+1 < v(x) < ζ2n. (3.4)

Since lim
n→∞

ζn = U∗, it derives from the fact that lim
x→∞

(u(x), v(x)) = (U∗, U∗). Con-

sequently, (u, v) is a traveling wave solution of (1.5), and the proof of Theorem 3.1

is complete.

4 Numerical Simulation
Below we use matlab to further find the existence of the heteroclinic orbit be-

tween the two equilibrium points, that is, the traveling wave solution corresponding

to system (1.5). Further we verify the theoretical results we have obtained.

Figure 2 shows the traveling wave solution of the prey population u(x, t) tends to

the positive equilibrium point (U∗, V ∗) with parameters α = 1.0, β1 = 0.7, β2 = 0.5;

Figure 3 is the traveling wave solution of the prey population in different positions.

Figure 4 shows that the traveling wave solution of the predator population v(x, t)

tends to the positive equilibrium point (U∗, V ∗) with parameters α = 1.0, β1 = 0.7,

β2 = 0.5; Figure 5 is the traveling wave solution of the predator population in

different positions.

5 Nonexistence of Traveling Waves
In this section, we will show the nonexistence of solutions for (1.5) by use some

conclusions of [2, 4].

Theorem 5.1 For any speed c < c∗, there do not exist positive solutions of

system (1.5).
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Figure 2: The relationship between u,x and t. Figure 3: The relationship between v,x and t.
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Figure 4: The relationship between t and u Figure 5: The relationship between t and v
in different positions. in different positions.

Proof Assume the statement does not hold, then there exists some c1 < c∗,
such that (1.5) has a strictly positive solution (u(x), v(x)), Since c1 < c∗ = 2

√
dr,

there exists a ϱ ∈ (0, 1) with 0 < 1− ϱ ≪ 1 such that 2
√
drϱ > c1. According to the

V -equation in the model, we can get that

Vt = dVxx + rV
(
1− V

U

)
≥ dVxx + rV (1− V ).

By (1.6) and the positivity of v, there exists a positive constant κ such that α(x, t) :=
v(x+ c1t) satisfies{

αt(x, t) ≥ dαxx(x, t) + rα(x, t)[1− κα(x, t)],

α(x, 0) = v(x).

Now we consider that y(t) = −(2
√
drϱ + c1)

t
2 . Note that |y(t)| < 2

√
drϱ|t|. Then,

according to Theorem 4.4 in [2], we obtain

lim
t→∞

inf α(y(t), t) ≥ 1

κ
> 0.
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On the other hand, y(t)+ c1t = (c1−2
√
drϱ) t2 → −∞ as t → +∞. Hence we obtain

that

lim
t→∞

supα(y(t), t) = lim
t→∞

sup v(y(t) + c1t) = lim
x→∞

v(x) = 0,

a contradiction. Therefore, the proof of this theorem is completed.
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